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Abstract. In this paper, we consider the numerical approximations of a magnetohy-
drodynamic potential model that was developed in [15]. Several decoupled, linear, un-
conditionally energy stable schemes are developed by combining some subtle implicit-
explicit treatments for nonlinear coupling terms and the projection-type method for the
Navier-Stokes equations. The divergence-free condition for the magnetic field is pre-
served in the fully-discrete level. We further establish the well-posedness and uncon-
ditional energy stabilities of the proposed schemes and present a series of numerical
examples in 3D, including accuracy/stability tests, benchmark simulations of driven
cavity flow and hydromagnetic Kelvin-Helmholtz instability.
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1 Introduction

Magnetohydrodynamic (MHD) system describes the dynamic behaviors of an electri-
cally conducting fluid under the influence of an external magnetic field. It occurs in
geophysics, astrophysics, fusion reactor blankets, and confinement for controlled ther-
monuclear fusion, see [11, 26, 30]. The model involves multi-physics, thus the governing
equations couple the Navier-Stokes equations for hydrodynamics and Maxwell’s equa-
tions for electromagnetism. The two equations are coupled by the Lorentz force, which
governs the effect of a magnetic field on fluid flow, and the appearance of the fluid ve-
locity in Ohm’s law, which accounts for the influence of hydrodynamics on the electric
current. Concerning the corresponding extensive theoretical/numerical studies includ-
ing the modeling and PDE analysis of the MHD system, we refer to [1–3, 9, 13, 14, 17–19,
21, 24, 29, 32, 33, 39] and the references therein.
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The magnetic field B in MHD models usually satisfies the divergence-free condition
(∇·B = 0) that is a precise physical law in electro-magnetics which implies that there
is no source of the magnetic field in the domain. It is very important to preserve this
condition in the discrete level since it has been shown that even tiny perturbations to this
condition may lead to large errors in numerical simulations, see [5, 8, 22, 38]. Recently, a
novel, so-called MHD potential model is developed in [15], in which a magnetic potential
vector field A is introduced and the magnetic field is then defined as its rotation, i.e.,
B=∇×A. In this way, the numerical solution of the magnetic field Bh can be recovered
automatically by Bh =∇×Ah which in turn ensures the exact divergence-free condition.
Meanwhile, to solve the model, two numerical schemes (one linear and one nonlinear)
based on the Crank-Nicolson methods were developed in [15]. However, the algorithms
are coupled type which implies that the fluid velocity, the magnetic potential, and the
pressure are all coupled together at each time step.

Hence, in this paper, we aim to develop some more efficient numerical schemes to
solve the MHD potential model developed in [15]. We are particularly interested in de-
signing energy stable schemes, in the sense that the discrete energy dissipation laws may
hold. In the meantime, while keeping the energy stable feature, we prefer to develop
schemes that are easy-to-implement which is referred to linear and decoupled in com-
parison with its counterparts: nonlinear and coupled. To this end, the main challenging
issue that is needed to overcome is to develop suitable temporal discretizations for a large
number of nonlinear and coupling terms, including (i) the coupling between the veloc-
ity and pressure in the fluid momentum equation; (ii) the nonlinear coupling between
the magnetic potential and the fluid velocity field through the convection; and (iii) the
nonlinear coupling between the fluid velocity and the magnetic potential through the
Lorentz force. We expect to construct a time discretization scheme which (a) is uncondi-
tionally stable; (b) satisfies a discrete energy law; and (c) leads to decoupled equations
to solve at each time step. This is by no means an easy task due to the highly nonlinear
coupling nature appears in the MHD potential model.

The rest of the paper is organized as follows. In Section 2, we present the MHD po-
tential model and derive the associated energy dissipation law. In Section 3, we present
a first-order scheme and two second-order schemes and prove their well-posedness and
unconditional energy stabilities. In Section 4, a series of 3D numerical examples are im-
plemented including accuracy/stability tests, benchmark simulations of driven cavity
flow and hydromagnetic Kelvin-Helmholtz instability to demonstrate the stability and
accuracy of the schemes. Finally, some concluding remarks are given in Section 5.

2 The potential MHD model and its energy law

In this section, we present the magnetic potential MHD model and demonstrate its en-
ergy dissipation law. Throughout this paper, we consider the incompressible MHD prob-
lem in a bounded Lipschitz domain Ω⊂R

3 with the boundary ∂Ω. The magnetic poten-
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tial MHD model [15] can be written in a dimensionless form as follows,

ut−ν∆u+(u·∇)u+∇p+s(At+∇×A×u)×∇×A=0 in Ω, (2.1)

∇·u=0 in Ω, (2.2)

At+η∇×∇×A+∇×A×u=0 in Ω, (2.3)

u(0)=u0, A(0)=A0 in Ω, (2.4)

u=0, A×n=0 on ∂Ω, (2.5)

where u denotes the velocity field, p is the pressure, n is the outward normal, and A is
the magnetic vector potential. Note the magnetic field B is defined as B=∇×A hence
∇·B=0 naturally. In this paper, all of the bold-lettered symbols represent vectors.

For the physical parameters, ν−1 = Re (fluid Reynolds number), η−1 = Rm (magnetic
Reynolds number), and s is the coupling coefficient, which are given by

Re =
UL

µ f
, Rm=µmσUL, s=

B2

ρµmU2
,

where U is the characteristic velocity, L is the characteristic length, µ f is the kinematic vis-
cosity, µm is the magnetic permeability, σ is the electric conductivity, B is the characteristic
magnetic field, and ρ is the fluid density.

We define some notations of function spaces and norms. For two vector functions
x,y, we denote the L2 inner product as (x,y)=

∫
Ω

x·ydx and L2 norm ‖x‖2 =(x,x). For
function setting for this MHD model, we also need the standard Sobolev spaces:

H1
0(Ω)=

{
φ∈H1(Ω)3 : φ|∂Ω =0

}
,

L2
0(Ω)=

{
φ∈L2(Ω) :

∫

Ω

φdx=0

}
,

H0(curl,Ω)={w∈L2(Ω)3, ∇×w∈L2(Ω)3 : n×w|∂Ω =0},

and use ‖·‖1 for the norm in H1(Ω)3, ‖·‖curl for the norm in H0(curl,Ω). In H1
0(Ω) space,

there also holds the well-known Poincaré inequalities [10]

‖w‖1≤CΩ‖∇w‖, w∈H1
0(Ω). (2.6)

The model (2.1)-(2.5) possesses the energy dissipation law. By taking the L2 inner product
of (2.1) with u, and of (2.3) with sAt, using (u·∇u,u)=0, u|∂Ω=0, ∇·u=0 and integration
by parts, we derive

1

2

d

dt
‖u‖2+ν‖∇u‖2+s(At+∇×A×u,∇×A×u)=0, (2.7)

and

1

2
sη

d

dt
‖∇×A‖2+s(At+∇×A×u,At)=0. (2.8)
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By taking the summations of (2.7) and (2.8), we arrive at

1

2

d

dt
‖u‖2+

1

2
sη

d

dt
‖∇×A‖2+ν‖∇u‖2+s‖At+∇×A×u‖2 =0,

which implies that

d

dt
E(u,A)=−ν‖∇u‖2−s‖At+∇×A×u‖2, (2.9)

where

E(u,A)=
1

2
‖u‖2+

1

2
sη‖∇×A‖2.

3 Numerical schemes

3.1 First-order scheme

In this section, we propose the first-order scheme for solving the MHD system (2.1)-(2.5),
and prove its well-posedness and unconditional energy stability. We first present time-
marching scheme for (2.1)-(2.5) and then generalize it to be the fully-discrete version.

Let δt>0 denote the time step size and set tn =nδt for 0<n< [ T
δt ] with the final time

T. We denote dtψ
n+1= ψn+1−ψn

δt for a variable ψ.
The first-order time-marching semi-discrete scheme reads as follows.
Given the initial conditions (u0,A0),p0=0, having computed (un,An,pn) for n>0, we

update (un+1,An+1,pn+1) by the following steps.

Step 1. We solve An+1 from




dt An+1+η∇×∇×An+1+∇×An×un+s∇×An×
(
(An+1−An)×∇×An

)
=0,

An+1×n|∂Ω=0.
(3.1)

Step 2. We solve ũn+1 from




ũn+1−un

δt
−ν∆ũn+1+un∇ũn+1+∇pn+s∇×An×ũn+1×∇×An

+sdt An+1×∇×An =0,

ũn+1|∂Ω=0.

(3.2)

Step 3. We solve un+1 and pn+1 from




un+1−ũn+1

δt
+∇(pn+1−pn)=0,

∇·un+1=0,

un+1 ·n|∂Ω =0.

(3.3)
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Remark 3.1. In (3.1), we add a first-order stabilized term s∇×An×((An+1−An)×∇×
An) in the magnetic potential equation (3.1) (cf. the similar technique used for different
models in [20, 34–36]). This term introduces some extra errors but plays an important
role to ensure the unconditional energy stability (shown in Theorem 3.2). Besides, in
(3.1)-(3.2), the subtle implicit and explicit combinations for the nonlinear and coupling
terms are used to obtain the linear, fully-decoupled, and unconditionally energy stable
algorithm.

Remark 3.2. By applying the divergence operator to the first equation of (3.3), we obtain

−∆pn+1=−
1

δt
∇·ũn+1−∆pn, (3.4)

associated with the Neumann boundary conditions ∂n(pn+1−pn)|∂Ω = 0. Once pn+1 is
obtained, we update un+1 from

un+1= ũn+1−δt∇(pn+1−pn).

Next, based on the semi-discrete scheme (3.1)-(3.3), we develop a fully-discrete scheme
where the space is discretized by using the finite element method. To do so, we introduce
some conforming finite element spaces: V h ⊂ H1

0(Ω),Qh ⊂ L2
0(Ω)∩H1(Ω) which satisfy

the so-called inf-sup condition, i.e., there exists a positive constant β such that

β‖qh‖≤ sup
vh∈V h

(∇·vh,qh)

‖∇vh‖
, ∀qh ∈Qh. (3.5)

For the vector magnetic potential A, we use H(curl)-conforming Nédélec edge element
space Ch⊂H0(curl;Ω) to approximate the potential function A. Hence, the finite element
fully-discrete scheme reads as:

Step 1. Find An+1
h ∈Ch, such that for ∀φh∈Ch,
(

An+1
h −An

h

δt
,φh

)
+η(∇×An+1

h ,∇×φh)+(∇×An
h×un

h ,φh)

+s
(
∇×An

h×(An+1
h −An

h),∇×An
h×φh

)
=0. (3.6)

Step 2. Find ũn+1
h ∈V h such that for ∀vh∈V h,

(
ũn+1

h −un
h

δt
,vh

)
+ν(∇ũn+1

h ,∇vh)+b(un
h ,ũn+1

h ,vh)−(pn
h ,∇·vh)

+s(∇×An
h×ũn+1

h ,∇×An
h×vh)+s(dt An+1

h ×∇×An
h ,vh)=0. (3.7)

Step 3. Find pn+1
h ∈Qh such that for ∀qh ∈Qh,

(∇pn+1
h ,∇qh)=−

1

δt
(∇·ũn+1

h ,qh)+(∇pn
h ,∇qh). (3.8)
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Step 4. We update un+1
h ∈V h+∇Qh from

un+1
h = ũn+1

h −δt∇(pn+1
h −pn

h). (3.9)

Several remarks are in order.

Remark 3.3. For the convective term in (3.7), we use the trilinear form as follows (cf. [37]),

b(u,v,w) :=
1

2
((u·∇)v,w)−

1

2
((u·∇)w,v).

Note when u∈H1(Ω),v,w∈H1
0(Ω), by using the integration by parts, we derive

b(u,v,w)=((u·∇)v,w)+
1

2
((∇·u)v,w).

Therefore, we obtain b(u,u,w) = ((u·∇)u,w) for the incompressible flow system since
∇·u=0.

Remark 3.4. The final velocity field un+1
h satisfies the discrete divergence free condition.

This can be deduced by taking the L2 inner product of (3.9) with ∇qh, we obtain

(un+1
h ,∇qh)=−(∇·ũn+1

h ,qh)−δt(∇(pn+1
h −pn

h),∇qh).

After combining with (3.8), we arrive at

(un+1
h ,∇qh)=0, ∀qh ∈Qh. (3.10)

Remark 3.5. It is remarkable that (3.6) and (3.8) possess the symmetric positive definite
(SPD) property. Hence, these two equations can be solved by preconditioned Conjugate
Gradient (PCG) solver. However, (3.7) is not symmetric due to the skew symmetric term
b(un

h ,ũn+1
h ,vh) which is implemented by using nonsymmetric solvers.

The well-posedness of the scheme (3.6)-(3.9) is demonstrated in the following theo-
rem.

Theorem 3.1. The scheme (3.6)-(3.9) admits a unique solution (An+1
h ,pn+1

h ,un+1
h ) in Ch×Qh×

V h.

Proof. We define a bilinear form a1(·,·) : Ch×Ch →R by

a1(A,φ)=
1

δt
(A,φ)+η(∇×A,∇×φ)+s

(
∇×An

h×A,∇×An
h×φ

)
,

and a linear form L1(·) : Ch→R by

L1(φ)=
1

δt
(An

h ,φ)−(∇×An
h×un

h ,φ)+s
(
∇×An

h×An
h ,∇×An

h×φ
)

.
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Then, the first step (3.6) can be expressed as: find An+1
h ∈Ch such that for ∀φh∈Ch,

a1(An+1
h ,φh)= L1(φh).

It can be verified that a1(·,·) is bounded and coercive in Ch×Ch:

a1(A,φ)≤
1

δt
‖A‖‖φ‖+η‖∇×A‖‖∇×φ‖+s‖∇×An

h‖
2
L∞‖A‖‖φ‖

≤C1‖A‖curl‖φ‖curl,

and

a1(A,A)=
1

δt
‖A‖2+η‖∇×A‖2+s‖∇×An

h×A‖2≥ C̄1‖A‖2
curl,

where C1 depends on δt,η,s,‖∇×An
h‖L∞ , and C̄1 depends on δt and η. Therefore, (3.6)

admits a unique solution An+1
h ∈Ch from the Lax-Milgram theorem.

In a similar way, we define a bilinear form a2(·,·) : V h×V h →R by

a2(u,v)=
1

δt
(u,v)+ν(∇u,∇v)+b(un

h ,u,v)+s(∇×An
h×u,∇×An

h×v),

and a linear form L2(·) : V h→R by

L2(v)=
1

δt
(un

h ,v)+(pn
h ,∇·v)−s(dt An+1

h ×∇×An
h ,v).

Then, the second step (3.7) can be written as: find ũn+1
h ∈V h such that for ∀vh ∈V h

a2(ũ
n+1
h ,vh)= L2(vh).

Using (2.6), we can verify a2(·,·) also satisfies boundedness and coercivity in V h×V h:

a2(u,v)≤
1

δt
‖u‖‖v‖+ν‖∇u‖‖∇v‖+

1

2
‖un

h‖L3‖∇u‖‖v‖L6+
1

2
‖un

h‖L3‖∇v‖‖u‖L6

+s‖∇×An
h‖

2
L3‖u‖L6‖v‖L6

≤
1

δt
‖u‖‖v‖+ν‖∇u‖‖∇v‖+CΩ‖un

h‖L3‖u‖1‖v‖1+sCΩ‖∇×An
h‖

2
L3‖u‖1‖v‖1

≤C2‖u‖1‖v‖1,

and

a2(u,u)=
1

δt
‖u‖2+ν‖∇u‖2+s‖∇×An

h×u‖2 ≥ C̄2‖u‖2
1,

where C2 depends on δt,ν,s,Ω,‖un
h‖L3 ,‖∇×An

h‖L3 , and C̄2 depends on ν and Ω. Thus, by

Lax-Milgram theorem, we conclude (3.7) admits a unique solution ũn+1
h ∈V h.

It is trivial to prove the third step (3.8) is also well-posed in Qh, which completes the
proof.
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There are two advantages in the scheme (3.6)-(3.9): linear and fully-decoupled. Namely,
the scheme is totally linear and the magnetic potential A, pressure p, and velocity u can
be solved independently at every time step. Moreover, the scheme (3.6)-(3.9) satisfies
the energy dissipation law unconditionally in the discrete level, which is shown in the
following theorem.

Theorem 3.2. The scheme (3.6)-(3.9) is unconditionally energy stable in the sense that

‖un+1
h ‖2+sη‖∇×An+1

h ‖2+δt2‖∇pn+1
h ‖2

+2δtν‖∇ũn+1
h ‖2+2δts‖dt An+1

h +∇×An
h×ũn+1

h ‖2

≤‖un
h‖

2+sη‖∇×An
h‖

2+δt2‖∇pn
h‖

2. (3.11)

Proof. Taking φh= sdt An+1
h in (3.6), we derive

s‖dt An+1
h ‖2+

sη

2δt
(‖∇×An+1

h ‖2+‖∇×An+1
h −∇×An

h‖
2−‖∇×An

h‖
2)

+s(∇×An
h×un

h ,dt An+1
h )+s2δt‖∇×An

h×dt An+1
h ‖2=0. (3.12)

Taking ũn+1
h in (3.7), we get

1

2δt
(‖ũn+1

h ‖2+‖ũn+1
h −un

h‖
2−‖un

h‖
2)+ν‖∇ũn+1

h ‖2+(∇pn
h ,ũn+1

h )

+s‖∇×An
h×ũn+1

h ‖2+s(dt An+1
h ×∇×An

h ,ũn+1
h )=0. (3.13)

We rewrite (3.9) as

1

δt
un+1

h +∇pn+1
h =

1

δt
ũn+1

h +∇pn
h . (3.14)

By taking the L2 inner product of (3.14) with itself on both sides, and using (3.10), we
obtain

1

2δt
‖un+1

h ‖2−
1

2δt
‖ũn+1

h ‖2+
δt

2
‖∇pn+1

h ‖2−
δt

2
‖∇pn

h‖
2=(ũn+1

h ,∇pn
h). (3.15)

Then, by taking the summations of (3.12), (3.13) and (3.15), we obtain

s‖dt An+1
h ‖2+

sη

2δt
(‖∇×An+1

h ‖2+‖∇×(An+1
h −An

h)‖
2−‖∇×An

h‖
2)

+s2δt‖∇×An
h×dt An+1

h ‖2+
1

2δt
(‖un+1

h ‖2+‖ũn+1
h −un

h‖
2−‖un

h‖
2)+ν‖∇ũn+1

h ‖2

+
δt

2
‖∇pn+1

h ‖2−
δt

2
‖∇pn

h‖
2+s‖∇×An

h×ũn+1
h ‖2

+s(∇×An
h×un

h ,dt An+1
h )+s(∇×An

h×ũn+1
h ,dt An+1

h )=0. (3.16)
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To handle the last two terms in (3.16), we split s(∇×An
h×un

h ,dt An+1
h ) as

s(∇×An
h×un

h ,dt An+1
h )= s(∇×An

h×(un
h−ũn+1

h ),dt An+1
h )+s(∇×An

h×ũn+1
h ,dt An+1

h ).

Then, (3.16) becomes

s‖dt An+1
h ‖2+

sη

2δt
(‖∇×An+1

h ‖2+‖∇×(An+1
h −An

h)‖
2−‖∇×An

h‖
2)

+s2δt‖∇×An
h×dt An+1

h ‖2+
1

2δt
(‖un+1

h ‖2+‖ũn+1
h −un

h‖
2−‖un

h‖
2)+ν‖∇ũn+1

h ‖2

+
δt

2
‖∇pn+1

h ‖2−
δt

2
‖∇pn

h‖
2+s‖∇×An

h×ũn+1
h ‖2

+s(∇×An
h×(un

h−ũn+1
h ),dt An+1

h )+2s(∇×An
h×ũn+1

h ,dt An+1
h )=0. (3.17)

Note s‖dt An+1
h ‖2+2s(∇×An

h×ũn+1
h ,dt An+1

h )+s‖∇×An
h×ũn+1

h ‖2 = s‖dt An+1
h +∇×An

h×

ũn+1
h ‖2, (3.17) becomes

sη

2δt
(‖∇×An+1

h ‖2+‖∇×(An+1
h −An

h)‖
2−‖∇×An

h‖
2)+s2δt‖∇×An

h×dt An+1
h ‖2

+
1

2δt
(‖un+1

h ‖2+‖ũn+1
h −un

h‖
2−‖un

h‖
2)+ν‖∇ũn+1

h ‖2

+
δt

2
‖∇pn+1

h ‖2−
δt

2
‖∇pn

h‖
2+s‖dt An+1

h +∇×An
h×ũn+1

h ‖2

=s(∇×An
h×(ũn+1

h −un
h),dt An+1

h ). (3.18)

The last term in (3.18) is estimated as

s(∇×An
h×(ũn+1

h −un
h),dt An+1

h )≤ s‖∇×An
h×dt An+1

h ‖‖ũn+1
h −un

h‖

≤
1

2δt
‖ũn+1

h −un
h‖

2+
δt

2
s2‖∇×An

h×dt An+1
h ‖2. (3.19)

By combining (3.18) with (3.19), we obtain

sη

2δt
(‖∇×An+1

h ‖2+‖∇×(An+1
h −An

h)‖
2−‖∇×An

h‖
2)+

δt

2
s2‖∇×An

h×dt An+1
h ‖2

+
1

2δt
(‖un+1

h ‖2−‖un
h‖

2)+ν‖∇ũn+1
h ‖2+

δt

2
‖∇pn+1

h ‖2−
δt

2
‖∇pn

h‖
2

+s‖dt An+1
h +∇×An

h×ũn+1
h ‖2≤0. (3.20)

After dropping some positive terms in (3.20), we arrive at

sη‖∇×An+1
h ‖2+‖un+1

h ‖2+δt2‖∇pn+1
h ‖2+2δtν‖∇ũn+1

h ‖2

+2δts‖dt An+1
h +∇×An

h×ũn+1
h ‖2

≤sη‖∇×An
h‖

2+‖un
h‖

2+δt2‖∇pn
h‖

2.

The proof is completed.
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Remark 3.6. In the proof of above theorem, we observe that the introduced first or-
der implicit-explicit stabilized term s∇×An

h×((An+1
h −An

h)×∇×An
h) generates a positive

term δts2‖∇×An
h×dt An+1

h ‖2. From (3.19), this positive term plays an important role in
controlling the last term of (3.18). Thus, we obtain the unconditional energy stability of
the scheme (3.6)-(3.9).

3.2 Second-order fully-discrete schemes

In this section, we further propose two second-order, linear, unconditionally energy sta-
ble, but “partially” decoupled schemes for the model (2.1)-(2.5). For convenience, we
omit the subscript h for all variables.

3.2.1 Crank-Nicolson scheme

The first second-order fully-discrete scheme is developed based on the Crank-Nicolson
formulation for the time derivative that reads as follows.

We denote ŵn = 3
2 wn− 1

2 wn−1 and get (u1,p1,A1) ∈ V h×Qh×Ch by any first-order
scheme.

Step 1. Solve (ũn+1,An+1)∈V h×Ch such that for ∀(v,φ)∈V h×Ch

(
ũn+1−un

δt
,v

)
+ν

(
∇

ũn+1+un

2
,∇v

)
+b

(
ûn,

ũn+1+un

2
,v

)
+(∇pn,v)

+s

(
dt An+1+∇× Â

n
×

ũn+1+un

2
,∇× Â

n
×v

)
=0, (3.21)

(dt An+1,φ)+η

(
∇×

An+1+An

2
,∇×φ

)
+

(
∇× Â

n
×

ũn+1+un

2
,φ

)
=0.

Step 2. Find (un+1,pn+1)∈V h×Qh such that for ∀(v,q)∈V h×Qh

(
un+1−ũn+1

δt
,v

)
+

1

2
(∇pn+1−∇pn,v)=0,

(∇·un+1,q)=0.

(3.22)

The scheme (3.21)-(3.22) is linear and second-order, but partially decoupled. It is still
unconditionally energy stable and the stability result is shown as follows. To prove the
stability, we define the L2 orthogonal projection operator P :: L2(Ω)3 →V h : ∀ f ∈ L2(Ω)3,
find P f ∈V h such that

(P f ,v)=( f ,v), ∀v∈V h.
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Theorem 3.3. The scheme (3.21)-(3.22) is unconditionally energy stable in the sense that

E(un+1,An+1)+
δt2

8
‖P(∇pn+1)‖2+δtν

∥∥∥∥∇
ũn+1+un

2

∥∥∥∥
2

+δts

∥∥∥∥dt An+1+∇× Â
n
×

ũn+1+un

2

∥∥∥∥
2

=E(un,An)+
δt2

8
‖P(∇pn)‖2. (3.23)

Proof. Taking v= ũn+1+un

2 , φ= sdt An+1 in (3.21), and using the second equation in (3.22),
we get

1

2δt
(‖ũn+1‖2−‖un‖2)+ν

∥∥∥∥∇
ũn+1+un

2

∥∥∥∥
2

+
1

2

(
∇pn,ũn+1

)

+s

(
dt An+1+∇× Â

n
×

ũn+1+un

2
,∇× Â

n
×

ũn+1+un

2

)
=0, (3.24)

and

sη

2δt

(
‖∇×An+1‖2−‖∇×An‖2

)
+s

(
dt An+1+∇× Â

n
×

ũn+1+un

2
,dt An+1

)
=0. (3.25)

The first equation in (3.22) implies

P

(
un+1−ũn+1

δt
+

1

2
∇pn+1−

1

2
∇pn

)
=0,

which can be written as

un+1+
δt

2
P(∇pn+1)= ũn+1+

δt

2
P(∇pn). (3.26)

By taking the L2 inner product of (3.26) with itself on both sides, and using
(un+1,P(∇pn+1)) = (un+1,∇pn+1) = −(∇·un+1,pn+1)= 0, (ũn+1,P(∇pn))= (ũn+1,∇pn),
we get

1

2
(ũn+1,∇pn)=

1

2δt
‖un+1‖2−

1

2δt
‖ũn+1‖2+

δt

8
‖P(∇pn+1)‖2−

δt

8
‖P(∇pn)‖2. (3.27)

By taking the summations of (3.24), (3.25) and (3.27), we derive

1

2δt
(‖un+1‖2−‖un‖2)+

sη

2δt

(
‖∇×An+1‖2−‖∇×An‖2

)
+ν

∥∥∥∥∇
ũn+1+un

2

∥∥∥∥
2

+s

∥∥∥∥dt An+1+∇× Â
n
×

ũn+1+un

2

∥∥∥∥
2

+
δt

8
‖P(∇pn+1)‖2−

δt

8
‖P(∇pn)‖2=0. (3.28)

We complete the proof by multiplying δt.
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For (3.21) in Step 1, we shall solve the following coupled problem at each time step:
find (u,A)∈V h×Ch such that for ∀(v,φ)∈V h×Ch,





1

δt
(u,v)+

ν

2
(∇u,∇v)+

1

2
b(ûn,u,v)+

s

δt

(
A,∇× Â

n
×v
)

+
s

2

(
∇× Â

n
×u,∇× Â

n
×v
)
=(Ln

1 ,v),

1

δt
(A,φ)+

η

2
(∇×A,∇×φ)+

1

2

(
∇× Â

n
×u,φ

)
=(Ln

2 ,φ),

(3.29)

where

(Ln
1 ,v)=

1

δt
(un,v)−

ν

2
(∇un,∇v)−

1

2
b(ûn,un,v)−(∇pn,v)+

s

δt
(An,∇× Â

n
×v)

−
s

2
(∇× Â

n
×un,∇× Â

n
×v),

(Ln
2 ,φ)=

1

δt
(An,φ)−

η

2
(∇×An,∇×φ)−

1

2
(∇× Â

n
×un,φ).

To avoid solving this coupled problem, we present the following decoupled iteration
algorithm.

Step I. Set u0=un, A0=An and a given tolerance constant ǫ≪1.

Step II. Having computed uk−1,Ak−1, we compute uk ∈V h and Ak ∈Ch from

1

δt
(uk,v)+

ν

2
(∇uk,∇v)+

1

2
b(ûn,uk,v)+

s

δt
(Ak−1,∇× Â

n
×v)

+
s

2
(∇× Â

n
×uk,∇× Â

n
×v)=(Ln

1 ,v), (3.30)

1

δt
(Ak,φ)+

η

2
(∇×Ak,∇×φ)+

1

2
(∇× Â

n
×uk−1,φ)=(Ln

2 ,φ). (3.31)

Step III. If ‖uk−uk−1‖+‖Ak−Ak−1‖≤ǫ, stop and set ũn+1=uk,An+1=Ak, else set uk−1=
uk,Ak−1=Ak,k= k+1 and go to Step II.

3.2.2 BDF2 scheme

We further develop another second-order version scheme based on the Adam-Bashforth
(BDF2) formulations, that reads as follows.

We denote wn
2,1=2wn−wn−1 and compute (u1,p1,A1)∈V h×Qh×Ch by any first-order

scheme.



G.-D. Zhang and X. Yang / Commun. Comput. Phys., 30 (2021), pp. 771-798 783

Step 1. Solve (ũn+1,An+1)∈V h×Ch such that for ∀(v,φ)∈V h×Ch

(
3ũn+1−4un+un−1

2δt
,v

)
+ν(∇ũn+1,∇v)+b(un

2,1,ũn+1,v)+(∇pn,v)

+s

(
3An+1−4An+An−1

2δt
×∇×An

2,1,v

)
+s(∇×An

2,1×ũn+1,∇×An
2,1×v)=0, (3.32)

(
3An+1−4An+An−1

2δt
,φ

)
+η(∇×An+1,∇×φ)+(∇×An

2,1×ũn+1,φ)=0. (3.33)

Step 2. Find pn+1∈Qh such that for ∀q∈Qh

(∇pn+1,∇q)=−
3

2δt
(∇·ũn+1,q)+(∇pn,∇q). (3.34)

Step 3. Update un+1∈V h+∇Qh from

un+1= ũn+1−
2

3
δt∇pn+1+

2

3
δt∇pn. (3.35)

Remark 3.7. Similar to the first order scheme, the final velocity field un+1 in the BDF2
scheme also satisfies the discrete divergence free condition as well. This can be deduced
by taking the L2 inner product of (3.35) with ∇q,∀q∈Qh, we obtain

(un+1,∇q)=−(∇·ũn+1,q)−
2

3
δt(∇(pn+1−pn),∇q).

In view of (3.34), we arrive at

(un+1,∇q)=0, ∀q∈Qh. (3.36)

The unconditional energy stability of the scheme (3.32)-(3.35) is stated as follows.

Theorem 3.4. The scheme (3.32)-(3.35) is unconditionally energy stable in the sense that

‖un+1‖2+sη‖∇×An+1‖2+‖un+1
2,1 ‖2+sη‖∇×An+1

2,1 ‖2+
4δt2

3
‖∇pn+1‖2

+4δtν‖∇ũn+1‖2+4δts

∥∥∥∥∥
3An+1−4An+An−1

2δt
+∇×An

2,1×ũn+1

∥∥∥∥∥

2

≤‖un‖2+sη‖∇×An‖2+‖un
2,1‖

2+sη‖∇×An
2,1‖

2+
4δt2

3
‖∇pn‖2.

Proof. Taking v= ũn+1 in (3.32) and φ= s 3An+1−4An+An−1

2δt in (3.33), and using the identity

(3wn+1−4wn+wn−1,2wn+1)

=‖wn+1‖2−‖wn‖2+‖wn+1
2,1 ‖2−‖wn

2,1‖
2+‖wn+1−2wn+wn−1‖2,
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we obtain

(
3ũn+1−4un+un−1

2δt
,ũn+1

)
+ν‖∇ũn+1‖2+s

(
∇×An

2,1×ũn+1,
3An+1−4An+An−1

2δt

)

+(∇pn,ũn+1)+s(∇×An
2,1×ũn+1,∇×An

2,1×ũn+1)=0,

and

sη

4δt
(‖∇×An+1‖2−‖∇×An‖2+‖∇×An+1

2,1 ‖2−‖∇×An
2,1‖

2+‖∇×(An+1−2An+An−1)‖2)

+s

(
3An+1−4An+An−1

2δt
+∇×An

2,1×ũn+1,
3An+1−4An+An−1

2δt

)
=0.

By taking the summation of the above two equations, we obtain

(
3ũn+1−4un+un−1

2δt
,ũn+1

)
+ν‖∇ũn+1‖2+(∇pn,ũn+1)

+
sη

4δt

(
‖∇×An+1‖2−‖∇×An‖2+‖∇×An+1

2,1 ‖2−‖∇×An
2,1‖

2
)

+
sη

4δt
‖∇×(An+1−2An+An−1)‖2

+s

∥∥∥∥∥
3An+1−4An+An−1

2δt
+∇×An

2,1×ũn+1

∥∥∥∥∥

2

=0. (3.37)

By rewriting (3.35) as ũn+1−un+1= 2
3 δt∇(pn+1−pn) and taking the L2 inner product of it

with un+1, we derive

(ũn+1−un+1,un+1)=
2

3
δt(∇(pn+1−pn),un+1)=0, (3.38)

and

0=(3un+1−4un+un−1,ũn+1−un+1)

=(3un+1−4un+un−1,
2

3
δt∇(pn+1−pn))

=2δt(un+1,∇(pn+1−pn))−
8

3
δt(un,∇(pn+1−pn))+

2

3
δt(un−1,∇(pn+1−pn)), (3.39)

where (3.36) is used.
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Using (3.38) and (3.39), we deduce

(3ũn+1−4un+un−1,ũn+1)

=
(

3ũn+1−3un+1,ũn+1
)
+
(

3un+1−4un+un−1,ũn+1
)

=
(

3ũn+1−3un+1,ũn+1+un+1
)
+
(

3un+1−4un+un−1,un+1
)

=
1

2
(‖un+1‖2−‖un‖2+‖un+1

2,1 ‖2−‖un
2,1‖

2+‖un+1−2un+un−1‖2)

+3‖ũn+1‖2−3‖un+1‖2. (3.40)

We rewrite (3.35) as

un+1+
2

3
δt∇pn+1= ũn+1+

2

3
δt∇pn.

Taking the L2 inner product of the above equation with itself, we derive

(ũn+1,∇pn)=
3

4δt
‖un+1‖2−

3

4δt
‖ũn+1‖2+

δt

3
‖∇pn+1‖2−

δt

3
‖∇pn‖2. (3.41)

Combining (3.37), (3.40) with (3.41), we obtain

1

4δt
(‖un+1‖2−‖un‖2+‖un+1

2,1 ‖2−‖un
2,1‖

2+‖un+1−2un+un−1‖2)

+
3

4δt
‖ũn+1‖2−

3

4δt
‖un+1‖2+ν‖∇ũn+1‖2+

δt

3
‖∇pn+1‖2−

δt

3
‖∇pn‖2

+
sη

4δt

(
‖∇×An+1‖2−‖∇×An‖2+‖∇×An+1

2,1 ‖2−‖∇×An
2,1‖

2
)

+
sη

4δt
‖∇×(An+1−2An+An−1)‖2+s

∥∥∥∥∥
3An+1−4An+An−1

2δt
+∇×An

2,1×ũn+1

∥∥∥∥∥

2

=0.

(3.42)

We also rewrite (3.35) as

un+1−ũn+1=−
2

3
δt∇pn+1+

2

3
δt∇pn.

By taking the L2 inner product of the above equation with un+1, and in view of (3.36), we
obtain

‖un+1−ũn+1‖2+‖un+1‖2−‖ũn+1‖2=0. (3.43)
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Finally, by combining (3.42) and (3.43), we obtain

1

4δt
(‖un+1‖2−‖un‖2+‖un+1

2,1 ‖2−‖un
2,1‖

2+‖un+1−2un+un−1‖2)

3

4δt
‖ũn+1−un+1‖2+ν‖∇ũn+1‖2+

δt

3
‖∇pn+1‖2−

δt

3
‖∇pn‖2

sη

4δt

(
‖∇×An+1‖2−‖∇×An‖2+‖∇×An+1

2,1 ‖2−‖∇×An
2,1‖

2
)

sη

4δt
‖∇×(An+1−2An+An−1)‖2+s

∥∥∥∥∥
3An+1−4An+An−1

2δt
+∇×An

2,1×ũn+1

∥∥∥∥∥

2

=0.

After dropping several positive terms, we arrive at the energy stability.

The implementation of (3.32)-(3.33) in Step 1 is similar to the Crank-Nicolson scheme,
we omit the details here.

4 Numerical simulations

In this section, we present a series of 3D numerical simulations to show the stability and
accuracy of the developed schemes. We use Taylor-Hood element [10] for V h and Qh that
satisfies inf-sup condition (3.5), and use the first-order H(curl)-conforming Nédélec edge
element [25, 27] for Ch. With these finite element spaces, the optimal convergence rates
for the developed first-order and second-order schemes are expected to be

First-order scheme:

{
‖eu‖L2 ∼h3+δt, ‖eu‖H1 ∼h2+δt, ‖ep‖L2 ∼h2+δt,

‖eA‖L2 ∼h+δt, ‖eA‖curl ∼h+δt.
(4.1)

Second-order scheme:

{
‖eu‖L2 ∼h3+δt2, ‖eu‖H1 ∼h2+δt2, ‖ep‖L2 ∼h2+δt2,

‖eA‖L2 ∼h+δt2, ‖eA‖curl ∼h+δt2.
(4.2)

Here eψ =ψ(tn)−ψn
h for any vector or scalar function ψ at t= tn.

In Sections 4.1 and 4.2, we verify the temporal and spatial convergence orders for
the proposed schemes, respectively. In Section 4.3, we perform stability tests to show the
unconditional energy stability of the schemes. Finally, in Sections 4.4-4.5, two benchmark
problems, driven cavity flow and Kelvin-Helmholtz instability, are simulated by the first-
order scheme (3.6)-(3.9). All numerical simulations are implemented by FEniCS Project
[23].

4.1 Temporal accuracy tests

We first verify the temporal convergence orders. The 3D computational domain Ω is set
as [0,1]3, and the parameters are set as Re =Rm = s= 1. The source terms and boundary
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(a) First-order scheme.
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(b) Crank-Nicolson scheme.
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(c) BDF2 scheme.

Figure 1: The numerical errors of ‖eu‖L2 , ‖eu‖H1 , ‖ep‖L2 , ‖eA‖L2 and ‖eA‖curl at t=1 that are computed by
using various temporal resolutions with the given exact solutions of (4.3).

conditions are chosen such that the exact solution are given by

u=(ye−t,zcos(t),x), p=0, A=(z,0,ycos(t)). (4.3)

Note that the given exact solutions (4.3) are linear in terms of the spatial variables x,y,z
which means the approximate errors are mainly due to the time discretization. We fix
mesh size h = 1

16 and refine the time step size δt. The computational errors at t = 1 are
shown in Fig. 1, where we observe that all errors computed by the first-order and second-
order schemes show their corresponding orders of accuracy, which means the developed
schemes agree with the expected theoretic optimal error rates given in (4.1) and (4.2).
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4.2 Spatial accuracy tests

We further test the spatial convergence orders for the developed schemes. We still use
the 3D computational domain [0,1]3 and parameters Re = Rm = s= 1. The source terms
and boundary conditions are chosen such that the exact solution are given as





u=(sin(t)sin(y), sin(t)sin(z), sin(t)sin(x)),

p=(2x−1)yze−t ,

A=(cos(t+z), cos(t+x), cos(t+y)).

(4.4)

To test the spatial convergence orders of the first-order scheme (3.6)-(3.9), we set two
different cases with δt=0.5h and δt=h2, respectively. Hence, (4.1) becomes

{
when δt=0.5h, ‖eu‖L2 ∼h, ‖eu‖H1 ∼h, ‖ep‖L2 ∼h, ‖eA‖L2 ∼h, ‖eA‖curl ∼h,

when δt=h2, ‖eu‖L2 ∼h2, ‖eu‖H1 ∼h2, ‖ep‖L2 ∼h2, ‖eA‖L2 ∼h, ‖eA‖curl ∼h.

The numerical errors at t=1 are plotted in Fig. 2 where we find that the L2 and H(curl)
errors of potential A have the asymptotic first-order accuracy. The L2 and H1 errors of
velocity u and the L2 error of pressure p possess a little higher order accuracy than the
optimal error orders.

To verify the spatial convergence orders of the second-order schemes, we set δt =
0.25h, and by (4.2) there holds

‖eu‖L2 ∼h2, ‖eu‖H1 ∼h2, ‖ep‖L2 ∼h2, ‖eA‖L2 ∼h, ‖eA‖curl ∼h.
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(a) δt=0.5h.
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(b) δt=h2

Figure 2: The numerical errors for ‖eu‖L2 , ‖eu‖H1 , ‖ep‖L2 , ‖eA‖L2 and ‖eA‖curl at t= 1 computed by using

the first-order scheme where (a) δt=0.5h, (b) δt=h2 and the exact solutions are given in (4.4).
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Figure 3: The numerical errors of ‖eu‖L2 , ‖eu‖H1 , ‖ep‖L2 , ‖eA‖L2 and ‖eA‖curl at t=1 computed by using the
two second-order schemes with δt=0.25h where the exact solutions are given in (4.4).

The computed numerical errors at t= 1 are plotted in Fig. 3, where we observe that the
L2 and H1 errors of velocity u and the L2 error of pressure p possess the asymptotic
second-order accuracy, and the L2 and H(curl) errors of potential A possess the first-
order accuracy, as expected.

4.3 Energy stability tests

In this example, we verify the unconditional energy stability of the developed schemes.
The 3D computed domain is still set as [0,1]3, and the initial conditions for u,p,A are set
as





u0=(100x2(x−1)2y(y−1)(2y−1)z(z−1),−100y2 (y−1)2x(x−1)(2x−1)z(z−1), 0),

p0=0,

A0=(0, 100sin(πx)y2(y−1)2z(z−1)(2z−1),−100sin(πx)z2(z−1)2y(y−1)(2y−1)).

We set s= 1, h= 1
10 and vary parameters Re =Rm = 10, 100, 1000, 10000. In Figs. 4-6, we

plot the time evolution of the total free energy E(un,An)= 1
2‖un‖2+ 1

2 sη‖∇×An‖2 until
the energy reaches steady state by using the first-order and two second-order schemes
where various time step sizes δt = 0.5, 0.2, 0.1, 0.05 are adopted. We observe that all
energy curves show monotonic decays for all time step sizes which numerically confirms
that our schemes are unconditionally energy stable.
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Figure 4: Time evolutions of the total free energy computed by different time step sizes until steady state where
the first-order scheme is adopted.

4.4 Driven cavity flow

In this example, we simulate the benchmark problem of driven cavity flow in the 3D
computed domain [0,1]3 which had been computed in [15,24,28,29] using different MHD
models. The initial condition of magnetic potential and velocity are given by A0=(0,0,y),
u0 = (v,0,0) where v is a continuous function and satisfies v(x,y,1) = 1, v(x,y,z) = 0 as
z≤1−ǫ. The top boundary (z=1) conditions are set by u=u0, no slip boundary conditions
(u=0) are imposed on other walls. An external magnetic field effect is imposed by setting
the magnetic potential boundary of A×n=A0×n on the walls.

For the relatively small Reynolds number (Re < 1000), the 3D hydrodynamic cavity
possesses a steady-state solution. We set the time step δt= 1

100 and grid size h= 1
16 . We

choose a relatively small Reynolds number Re =200, s=1, and investigate the effects by
varying the magnetic Reynolds number Rm.
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Figure 5: Time evolutions of the total free energy computed by different time step sizes until steady state where
the second-order Crank-Nicolson scheme is adopted.

In Fig. 7, we depict the magnetic field B(B=∇×A) for three values of Rm=1,10,100.
We find that, when Rm = 1, shown in Fig. 7(a), the induced magnetic field in the cavity
is almost equal to the externally imposed magnetic field Be where Be =∇×A0 =(1,0,0).
When Rm increases, for example, Rm=100 shown in Fig. 7(c), the strength of the induced
magnetic field in the cavity is enhanced and a vortex in the magnetic field appears. In
Fig. 8, we plot the 2D cut-off planes of the streamlines of the velocity field at y = 0.5.
We observe that a small eddy at the bottom cavity gradually weakens as the magnetic
Reynolds number Rm increases.

4.5 Hydromagnetic Kelvin-Helmholtz instability

In this example, we perform numerical simulations for the benchmark problem of Kelvin-
Helmholtz instability caused by a shear-layer flow, cf. [4, 6, 7, 11, 12, 16, 29, 31] and the
references therein.
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Figure 6: Time evolutions of the total free energy computed by different time step sizes until steady state where
the second-order BDF2 scheme is adopted.
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Figure 7: Driven cavity example: the magnetic field B computed by using three magnetic Reynolds numbers
Rm =1,10,100.
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Figure 8: Driven cavity example: the streamlines of velocity field at the cut-off plane of y= 0.5 with Rm =
1,10,100.

We set the computed domain as Ω=[0,2]×[0,1]×[0,1] and initialize the velocity pro-
file as u0 = (1.5,0,0) in the domain of z ≥ 0.5, u0 = (−1.5,0,0) in the domain of z ≤ 0.5.
The initial profile of the magnetic potential is set as A0 =(0,0,−δln(cosh(x/δ))), where
δ = 0.07957747154595 [7]. A sheared external magnetic field is imposed through the
boundary conditions for the magnetic potential A that are set as A×n = A0×n for the
top wall of z= 1 and −A0×n for the bottom wall of z= 0. At the left and right walls of
x=0 and x=2, periodic boundary conditions are applied on the magnetic potential A and
velocity u. No slip boundary conditions of the second and third components of velocity
u=(u1,u2,u3) are imposed on the top (z=1) and bottom walls (z=0), i.e., u2=u3=0. No
slip boundary conditions of the second component u2 are also set at the back (y=0) and
front walls (y= 1). We choose the parameters Re = Rm = 1000, s= 0.1, and use δt= 1

100 ,

h= 1
16 to discretize the time and space.

In Figs. 9-10, we show snapshots of the velocity field u and streamlines of u at the
plane of y=0.5 at the moment t=0.01,0.1,0.2,0.35,0.5,0.75,1.0,2.0. When time evolves, we
observe several vortexes appear in the domain and they deform and rotate along with the
flow field. The profiles of vortexes and the magnetic field show the typical structure of
K-H instability which coincide well with the numerical/experimental results discussed
in [4, 6, 16, 31], qualitatively.

5 Concluding remarks

In this paper, we develop several efficient linear, decoupled and unconditionally energy
stable schemes for solving the potential MHD model. We establish the well-posedness
of the schemes and prove their unconditional energy stabilities rigorously. A series of
numerical experiments, including benchmark problems of driven cavity flow and Kelvin-
Helmholtz instability, are implemented to demonstrate the stability and the accuracy of
the schemes.












